6.2.1
6.2: The Binomial Probability Distribution

Bernoulli trials:

A Bernoulli trial is an experiment with exactly two possible outcomes. We refer to one of the
outcomes as a success (S) and to the other as a failure (F). We’ll call the probability of success p
and the probability of failure q. In other words,

P(S)=p and P(F)=1-p=q. (Note that S and F are complements of one another.)

Example 1: Roll a single die. Consider rolling a 5 to be a success.
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Example 2: Roll a pair of dice. Consider success to be rolling a sum of 7, 11, or 12.
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Consider what happens when a Bernoulli trial is repeated several times. Now we can discuss the “&
probability of a particular number of successes. P= Trolo o= SeceS Dw \ 'kff
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Suppose we repeat a Bernoulli trial 6 times and each ti o) theltrial is independent of the others.
From the multiplication principle, what is the probability of getting SFSSSF?
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What is the probability of having 4 successes in the 6 trials?
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Binomial experiments:

Now let’s write all this down in a more precise way:

A sequence of experiments is called a sequence of Bernoulli trials, or a binomial
experiment, if

1. The same experiment is repeated a fixed number of times. (Each
repetition is called a trial.)

2. Only two outcomes are possible on each trial.

3. The probability of success p for each trial is a constant.

4. All trials are independent.

Probabilities in Bernoulli Trials:

If the probability of success is p and the probability of failure is g, then the probability
of exactly X successes in n Bernoulli trials is

xnx

P(X successes) =C, , p’q

The binomial formula:

For any natural number n, O ‘/\.O.Q__A -&6
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Notice the similarity between this formula and the formula for probabilities in a sequence of
Bernoulli trials. This is why such a sequence is called a binomial experiment.
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6.2.3
Example 4: If a single fair die is rolled 10 times, what is the probability of
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Example S: In the United States, about 9% of people have blood type B+. If 20 people donate

blood, what is the probability that exactly three of them are B 2 At least three
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6.2.4

The binomial distribution:
We can now generalize Bernoulli trials and determine probability distributions.

In a binomial experiment with n trials and probability of success p, we can create a binomial
distribution table and a histogram, with the variable X representing the number of successes.

Example 6: Suppose a fair die is rolled three times and a success is considered to be rolling a
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We can determine the mean number of successes (or the expected value of x) for any binomial ~ A =

distribution.
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Mean (Expected Value) of the Binomial Distribution:
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Example 7: Roll a single fair die 10 times. Consider rolling a 4 to be a success. Find the 1
expected number of successes.
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Example 8: Suppose that a certain cancer treatment has been found to be effective in 63% of
patients. If 300 patients undergo the treatment, in how many cases would you expect the
treatment to be effective? What is the standard deviation of the variable representing the number
of cases in which the treatment is effective?
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Example 9: An exam has 10 true-false questions. Suppose that you haven’t studied all “NG6S *9'?33 7/
semester, so your only choice is to guess randomly on each question. If you need a 70% to pa
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Example 10: Suppose the test is multiple choice test with 5 choices on each of 10 questions. If
you guess randomly at the answers, what is the probability of passing with at least a 70%? What
grade would you expect to receive on the test?
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6.2.6

Rule-of-Thumb Test (for bell shape of the binomial distribution)

For a fixed probability of success p, as the number of trials (n) in a binomial experiment
becomes very large, the probability distribution will approach a bell shape.

If npg=np(1-p)=10, we can assume the distribution will be approximately bell-shaped.

Applying the Empirical Rule to decide whether a result is unusual:

From the Empirical Rule, we know that for a bell-shaped distribution, approximately 68% of the
data points will lie within 1 standard deviation of the mean, about 95% will lie within 2 standard
deviations of the mean, and about 99.7% will lie within 3 standard deviations of the mean.

If an outcome occurs less than 5% of the time, we consider that result to be unusual.

Therefore, for a bell-shaped distribution, an outcome is considered unusual if it does not lie
within 2 standard deviations of the mean.

Example 11: Vancomycin-associated nephrotoxicity has been found to occur in 0-5% of
patients treated with vancomycin (http://www.ncbi.nlm.nih.gov/pmc/articles/PMC2813201/).
Suppose there is a 0.05 probability that a patient treated with Vancomycin develops
nephrotoxicity. Suppose that at a certain hospital, 253 patients are treated with Vancomycin in a
year, and 28 of them develop nephrotoxicity. Would this result be considered unusual?




